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I LETTER

Midpoint-Validation Method for Support Vector Machine
Classification

Hiroki TANIURAta) and Koichi TANNOt, Members

2. Review of SVM

The SVM is a mechanical learning system that uses a hy­
pothesis space of linear functions in a high dimensional fea­
ture space. The simplest model is called Linear SVM, and
it works for data that are linearly separable in the original
feature space only. In the early 1990s, nonlinear classifica­
tion in the same procedure as Linear SVNI became possible
by introducing nonlinear functions called Kernel functions
without being conscious of actual mapping space. This ex­
tended techniques of nonlinear feature spaces called as Non­
linear SVM.

Assume the training sample S = ((XI, YI), ... ,(XN, YN))
consisting of vectors Xi E R with i = 1, ... , N, and each
vector Xi belongs to either of the two classes. Thus it is given
a label Yi E {-I, I}. The pair of (w , b) defines a separating
hyper-plane of equation as follows:

residuals. The disadvantage of using a residual evaluation
is that it does not provide any indication of how well the
learner will do when it is asked to make new predictions for
data it has not already seen. This is resolved by refrain­
ing from the entire data set when training a learner. In­
stead, some of the data is removed before training begins,
and when training is completed, the data that has been re­
moved are then used to test the performance of the learned
model on "new" data.

In this paper, we propose a midpoint-validation method
which improves the generalization of SVM. The proposed
method creates midpoint data and turning adjustment pa­
rameter of SVM the midpoint data and previous training
data. With our proposed method it is no longer neces­
sary for the data to be separated into two sets as in cross­
validation. We compare its performance with those of the
original SVM, Multilayer Perceptron (abbr. MLP), Radial
Basis Function Neural Network (abbr. RBF) and tested our
proposed method on several benchmark probelms. The re­
sults obtained from the simulation carried out shows the ef­
fectiveness of the proposed method.

The rest of this paper is organized into four sec­
tions. Section 2 reviews the concept of original SVM algo­
rithm. Section 3 presents our proposed Midpoint-Validation
Method for SVM. Section 4 provides the experimental re­
sults performed with several benchmark data and compares
them with the others'. Section 5 concludes the paper.

SUMMARY In this paper, we propose a midpoint-validation method
which improves the generalization of Support Vector Machine. The pro­
posed method creates midpoint data, as well as a turning adjustment param­
eter of Support Vector Machine using midpoint data and previous training
data. We compare its performance with the original Support Vector Ma­
chine, Multilayer Perceptron, Radial Basis Function Neural Network and
also tested our proposed method on several benchmark problems. The re­
sults obtained from the simulation shows the effectiveness of the proposed
method.
key words: support vector machine, midpoint-validation. pattern classifi­
cation problem

1. Introduction

Support vector machine (abbr. SVM) proposed by
Vapnik [1] is one of the most influential and powerful tools
for solving classification and regression problems [2]. The
main concept is based on the formation of a Lagrange mul­
tiplier equation combining both objective terms and con­
straints. The most attractive notions are the idea of the large
margin and kernel. It has produced a remarkable perfor­
mance in a number of difficult learning tasks without re­
quiring prior knowledge and with guaranteed generalization
behavior due to the method of structural risk minimization.

A number of improved implementations of quadratic
programming problems have been proposed to overcome
problems such as decomposing into smaller problems like
chunking, SVMLight [3], and Sequential Minimal Opti­
mization. Other approaches of implementations to find the
maximal margin are the Successive Over Relaxation, Re­
laxed Online Maximum Margin Algorithm, Active Support
Vector Machine (abbr. ASVM) [4], and Lagrangian Sup­
port Vector Machines (abbr. LSVM) [5]. Also another cate­
gory of implementation converts the problem to a problem
of computing the nearest point between two convex poly­
topes and finding the closest points of opposite class like
DirectSVM. Weston [14] proposed an algorithm to leverage
the Universum by maximizing the number of observed con­
tradictions, showing experimentally that this approach de­
livers accuracy improvements over using labeled data alone.

Cross-validation method is typical technique used in
order to prevent the occurrence of over fitting [6] and it is
also an evaluation method that has proven to be better than
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However, Eq. (I) can possibly separate any part of the
feature space, therefore one needs to establish an optimal
separating hyper-plane (abbr. aSH) that divides S leaving
all. The points of the same class are accumulated on the
same side while maximizing the margin which is the dis­
tance of the closest point of S. The closest vector Xi is called
support vector and the aSH (Wi, hi) can be determined by
solving an optimization problem. The solution of this op­
timization problem is given by the saddle point of the La­
grangian.

I
Maximize margin "2(w, w)

Subject to Yi((W . Xi) + h) ~ I

shown in Fig. I (b). Based on Fig. I (b), it is obvious that the
output of SYM inclines toward Dl. The deviation of SYM
is considered to have been generated under the influence of
kernel function parameter. AHhough SYM constitutes of a
large margin in feature space, it can be said that SYM has
deviated from the influence of kernel functjon parameter in
input space.

In this paper, we propose the method of decreasing the
deviation of SYM by creating a midpoint data. The data
based on the midpoint between classes are created for mid­
point data. We expect that generalization will be improved
by tuning the appropriate midpoint data. The SYM clas­
sitier generated on the information of the midpoint data is
more reliable and accurate than the original SYM.

To solve the case of nonlinear decision surfaces, the
aSH is calTied out by nonlinearly transforming a set of orig­
inal feature vectors Xi into a high-dimensional feature space
by mapping <I>: Xi -) Zi and then performing the linear sep­
aration. However, it requires an enormous computation of
inner products (<I>(X)·<I>(Xi» in the high-dimensional feature
space. Therefore, using a Kernel function which satisties the
Mercer's theorem given in Eq. (2) signiticantly reduces the
calculations to solve the nonlinear problems. In this paper,
we used the Gaussian kernel given in Eq. (3) as the kernel
function whiJe the SYM decision function g(x) and output
of SYM are as given in Eqs. (4) and (5).

3.1 Creation of Midpoint Data

Midpoint data is created from the eXlstlllg known train­
ing data which has different teacher signal. The midpoint
data created is midpoint of the known training data and it
is expected that by doing so, the generalization would im­
prove. As for the teacher signal, it is assumed to have two
classes (-I and I). Training data groups that belongs to
each teacher signal is assumed to be DO and Dl. The cre­
ation process of the mjdpoint data from training data groups
DO is stated as below.

SYM performs the large margin in the feature space. How­
ever, many experiment results showed that the boundary line
created by SYM has deviation. Figure I is the example of
deviation of SYM. Figure I (a) consist of two classes prob­
lem by the input vector of X I and X2. Training data DO is
0, Dl is 0 and test data is black diamond shape. The output
of SYM which built from training data DO (0) and Dl (0) is

3. Midpoint-Yalidation Method for SVM
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Midpoint data creation algorithm
Step 1: A training data (Xi) that belongs to group DO
is selected accordingly. (Fig. 2: (/)
Step 2: A training data (Xi) that has nearest distance in
group Dl is selected. (Fig. 2: b)

Step 3: A training data (Xi ) that has nearest distance
in groups DO is also selected. (Fig. 2: c)
Step 4: Go to Step 5 when training data (x/) and train­
ing data (x;) are the same.
Else to Step 2 and (i ) is substituted for (i).

Step 5: A midpoint of training data (Xi) and (.\) IS

decided as the new midpoint data (xJ
;""). (Fig. 2: x)
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Fig.l Thc cxample or deviation of SVM.

(a) Input data (b) Output or SVM Fig. 2 Midpoint data creation. Midpoints data (x.y) arc made lip from
Step I to StepS.
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point data is created (Fig. 2).

3.2 Adjustment Method for SYM Using Midpoint Data

Therefore, SYM is adjusted in order for the output of
the midpoint data to be set to nearly O. We call this technique
midpoint-validation method for SYM Classitication. The
flow of this method is shown as below.

X2

Dataset RBF MLP Original Proposed
(n1,02 X d) +CV SVM Method

Ionosphere 96.0[121 96.0IYI R4.1 97.4 M~15

(200,151 X 34)

Pima Diabetes 75.9[11] 76.4(10) 78.6 80.7 M-79

(576,192 ,< 8)

Wisconsin 96.6[12] 96.7[10] 90.6 98.5 ,Ho·12

(342,341 X 9)

Sonar 90.4[11] 93.3 93.3 ,H-9

(104,104 X 60)

Liver Disorders 76.8[u"'1 63.5 77.4 ,H·30

(230, 115 X 6)
------ - ---

Fig. 3 The output or SVlvlusing midpoint-validation method.

Xl

Table 1 Simulation results (Testing corrcctncss I'It D.

(6)
(7)

(8)

hex) = g(x) + B

o = .\ign(h(x»)

I M

B = - M Ig(x/ll)
m=!

We propose the adjustment method of SYM from the result
obtained from the SYM that used the midpoint data created
with Sect. 3.1. First, SYM is created using known train­
ing data. Next, the output value of SYM of the midpoint
data and training data are computed. It is assumed that the
desired output of SYM by the midpoint data is a value as
nearly O. Therefore, we assume that the midpoint data is
near to the classifier line. Then, B from Eq. (6) is adjusted
so that the SYM output of the midpoint data may become
close to O. The method is shown in Eq. (8), where M is
number of midpoint data.

Midpoint-Validation Method for Support Vector
Machine Classification
Step 1: SYM is created by the known training data.
Step 2: Create the midpoint data using Midpoint data
creation algorithm.
Step 3: The output value of SYM of the midpoint data
and training data are computed.
Step 4: The value of B is computed according to
Eq. (8).
Step 5: The output of the proposed SYM is also com­
puted according to Eqs. (6) and (7).

As a result of midpoint-validation method, the margin
of SYM in feature space may turn to non-maximum. But,
the improvement in generalization capability is more ex­
pectable by abolishing the deviation of the c1assitier line
in input space by the midpoint-validation method. The
midpoint-validation method is expected for the etYect which
eases the deviation of both input space and future space.
Moreover, the proposed method is applicable to all the tech­
niques of SYM and it is also easy since only one value of
parameter B has to be computed.

The result of the output of SYM using midpoint­
validation method with regard to the problem in Fig. I (a)
is shown in Fig. 3. Figure 3 shows that the output of SYM
using midpoint-validation method had improved from the
previous result of Fig. I (b).

4. Simulation Results

In order to test the effectiveness of the proposed method,

we compared its performance with those of the original
SYM (from our simulation results using Eqs. (4) and (5»,
MLP (from [81-[111 and our simulation results), RBF (t'rom
[81. [121, [13 D, and tested our proposed method on sev­
eral benchmark problems. MLP results were obtained with
the former cross-validation method. We also applied it
to a realistic 'real-world' problem. The data set was cre­
ated by Johns Hopkins University and obtained from the
database[71. In this paper, we tested on several benchmark
problems of Ionosphere, Pima Diabetes, Wisconsin breast
cancer (Wisconsin), Sonar and Liver Disorders. We per­
formed only one time using the proposed method. All ex­
periments are conducted with the same conditions as the
database [7 j in terms of separating the training data and test
data.

We performed with each method and the simulation re­
sults are shown in Table 1. The number of training data vec­
tors, number of test data vectors and the dimensions of the
data vectors are set to n I be, n2 and d respectively. These
three values of n l, n2 and d used in our experiments are
shown in Table I. And, M is number of midpoint data. The
results of the proposed method are better than RBF, MLP in
tifth benchmark problems. The original SYM and proposed
method showed the same results in Sonar prob/lem, where as
in other problems the proposed method has improved. The
comparison between our proposed method and other SYM
techniques (LSYM, ASYM, SYMlight) are summarized in
Table 2. The other SYM experimental results are obtained
from the published papers [51. The results show that the pro­
posed method has the best pe!t'ormance in third benchmark
problems.
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Table 2 The comparison between our proposed method and other SVM
techniques (Testing correctness [%]).

LSVM ASVM SVMlight Proposed
Method

Ionosphere 87.8 87.8 88.6 97.4

Pima Diabetes 78.1 78.1 77.0 80.7

Liver Disorders 68.7 67.3 68.1 77.4

5. Conclusion

In this paper, we proposed a midpoint-validation method
which could be utilized to improve the generalization of
SVM. The simulation results on some benchmark prob­
lems showed that the proposed method is able to find the
best performance in the fifth benchmark problems. The ad­
vantage of the proposed method is that the method becomes
much more efficient compared to the former cross-validation
method due to the numerical simulation used. Furthermore,
the implementation is also very straightforward since only
a minimal amount of calculation is required, which is only
the computation for value B.

However, the margin of SVM using midpoint­
validation method in feature space may tum to non­
maximum. Although midpoint-validation method was ef­
fective for SVM in fifth benchmark problems as shown in
the simulation, midpoint-validation method might not nec­
essarily have an effective guarantee on all the problems.
Therefore, in our future works, we intend to find the method
of determining the conditions which are effective using
midpoint-validation method.
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