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Abstract

English pronunciation IS decided by not only alphabet but also the position in a word. Because to

guess pronunciation of an unknown word is difficult, to develop a system is of great significance. Many

methods have been proposed for English pronunciation reasoning (EPR). They have been reasoned only

from spelling the words. We aim at improving reasoning accuracy by adding frequency of appearance

of phonemes to spelling. The accuracy ofEPR comes up from 85.43% to 86.39%
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Introduction

In English, pronunciation is decided by not only al­

phabet but also the position in a word. The guess of

English pronunciation of an unknown word is difficult.

Since revision of a dictionary is not frequently perfonned

even if pronunciation is investigated, it is not found eas­

ily. Therefore, development of the English pronunciation

reasoning (EPR) system is important.

Many methods have been proposed for EPR. In 1987,

for the first time, Sejnowski employed a neural network

(NN) called NETtalk for EPR 1). DECtalk is commer­

cial text-to-speech system, in which a string of phonemes

is converted to sounds with digital speech synthesis 4).

MBRtlak proposed by Stanfill,C. is a system by using

"memory based reasoning" basing on a connection ma­

chine 5). LoDETT proposed by Yasunaga,M. who devel­

oped a reasoning hardware based on Genetic Algorithm

(GA) 2). They have been reasoned only from spelling the

words.

We aim at improving accuracy of EPR using NN.

l)Professor,Dept. of Computer Science and System Engineering
2lUndergraduate student,Dept. of Computer Science and System En­

gineering
3)Doctoral student, Graduate School of Engineering
4)Associate Professor,Dept. of Computer Science and System Engi­

neering
5)Professor,Dept. Institute of Infonnation Sciences and Electronics,

University of Tsukuba

The improvement in accuracy is expected by adding fre­

quency of appearance of phonemes to spelling. We vali­

date the method of consideration of frequency of appear­

ance of phonemes.

2 English Pronunciation Reasoning

English pronunciation is classified into 52 classes.

String of letters are converted to corresponding elemen­

tary English speech sounds (phonemes). English is not

phonogram, so pronunciation is decided by not only al­

phabet but also position in a word. Therefore, extracting

rules of pronunciation is a difficult problem.

2.1 EPR database

The database used in this work is Webster English

Pocket Dictionary, which is proposed by Sejnowski. This

database involves 20008 English words and pronuncia­

tions. Pronunciation is described as shown in Table 1.

Phonemes are represented by combination of 21 articula­

tion features and five features. 21 articulation features are

classified into articulation point, voiced silence, height of

Table 1 Phonemes and Example Words

Word Phoneme

abalone @bxloni

garnet garnxt

loop lu-p

over ov-R
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3 Neural network for EPR

3.1 Multi-layer Neural Network

Input pattern Phoneme

---!!Iph @
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-alphab f

alphabe -

Iph!!bet x
pha.!!et- b
habet-- E
abet--- T

•
• Phoneme

• .
ItIa ~•

•
•

Spel I ing(7Ietters)

Fig. I NN for EPR by spelling

Table 3 Pattern setting for the word "alphabet"

represented by combination of 26 alphabets and a virtual

letter. Each letter of the input pattern, is represented with

27 units, the unit corresponding to letter is given 1 and

other units are given O. Number of units in input layer is

189(27x7).

Phonemes are represented by 52 kinds of symbols (Ta­

ble 2). 52 units are set to output layer in the NN. Each

unit corresponds to phonemes. The unit corresponding

to phoneme output 1 and the other units outputs O. The

number of units in output layer is 52.

Figure 1 shows NN for EPR, which is trained by BP

algorithm.

a t!pic D that

b blue E death

c song G link

d adobe I dri"p

e able J just

f food K sexual

g game L angel

h hack M imagism

i easy N season

k ~ey 0 noise

I lab Q quilt

m make R vector

n answer S ~heep

0 old T math

p sleep U book

r run W bound

s sky X matrix

t article Y beauty

u yo!! Z jabot

v voice @ aback

w wasp ! pizza

x welcome ~ exit

y yesterday * what

z zoom /\ above

A five + devoir

C chunk - (no sound)

English pronunciation is reasoned using NN from

spelling. In this paper, it is reasoned by two methods.

First, it is reasoned from spelling. Next, it is reasoned by

frequency of appearance of phonemes and spelling.

Table 2 Phonemes and example words

IPhoneme I Ex.word ~ Phoneme I Ex.word

vowel and etc. Five features represent accent and articu­

lation boundary. Table 2 is an example of phonemes with

their example words (Ex.word).

Multi-layer Neural Network consists of three kinds of

layers; an input layer, hidden layers and an output layer.

A neuron has weights between the neurons in adjacent

layer.

3.2 Reasoning by spelling

When using the NN for EPR, NN are learned by

spelling (7 letters information), 7 letters sequences are

produced from a word by shift operation, and a set with

the phoneme to the central letter (or fourth) of the pat­

tern. Table 3 is an example of pattern setting for the word

"alphabet"(phoneme:"@lf-xbET"). The input pattern is

3.3 Reasoning by spelling and the frequency of ap­

pearance of phonemes

Reasoning from only spelling has the limit of accuracy.

It is necessary to consider a new method for improvement

in accuracy. In this paper, method of consideration of the

frequency of appearance of phonemes is proposed as a

method for the improvement in accuracy. It is adding the

frequency of appearance of phonemes to spelling.

3.3.1 Frequency of appearance of phonemes

The frequency of appearance of phonemes is computed

by training data. The input pattern with the same central
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Fig. 2 Phonemes involved in letter' a'
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Fig. 3 Phonemes involved in letter 'b'

letter and corresponding phonemes are collected. Table

4 is example that collected input pattern with same cen­

tralletter and corresponding phoneme. The frequency of

appearance of phonemes is computed from the collected

patterns.

Figure 2 and Figure 3 are the frequency of appearance

of phonemes of' a' and 'b'. Some features are found from

two tables. For example, the features of' a' (letter) has lel,
lxi, I@I and I-I (phoneme) with high frequency of appear­

ance of phonemes. The 'b' (letter) has the features in

which /bl (phoneme) almost appears.

3.3.2 Input frequency of appearance of phonemes

The frequency of appearance of phonemes is normal­

ized for input to NN. It is added to spelling. Figure 4 is an

example which reasons a pronunciation by the method of

consideration of frequency of appearance of phonemes.

The number of units for a letter is 79 units that are 27

units of letter information and 52 units of frequency of

appearance of phonemes. Therefore, the number of units

of an input layer becomes 553 (79x7).

Table 4 Collected input patterns with the same
central letter and corresponding phoneme

Input pattern Phoneme

---able e

-pl~nt- @

-board- --
strain- e-

sonable x

4 Reasoning accuracy experiments

The accuracy of EPR is searched by two methods. The

first is the method of reasoning only from spelling. The

second is the method of reasoning from the frequency of

appearance of phonemes and spelling. Each accuracy of

EPR obtained by two methods is compared.

The method of reasoning from spelling is called NN.11,

and the method of consideration of frequency of appear­

ance of phonemes is NN_p.
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Fig.6 Comparison with-other methods
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4.1 Experimental conditions

The data used in an experiment is set as follows. Each

data is selected randomly from the database.

• Training data : 4000 words 4.2 Reasoning results

• Testing data: 14008 words

• Checking data : 2000 words

The checking data are not used to calculate the weight

changes during the training procedure, but used to de­

termine the stop point of training. In order to prevent

over-training, the training of the NN is stopped when the

accuracy of the checking data begins to degrade.

The training parameter is set as follows.

The experiments were performed 10 times to each

method under the conditions shown 4.1 (Experimental

conditions). The average of the accuracy ofEPR is shown

in Table 6. As shown in Table 6, accuracy of EPR is im­

proved 0.96%

Table 6 Reasoning accuracy

NN.J1 NN_p

Reasoning accuracy 85.43% 86.39%

• Iterations: 200 epochs

• Learning rate: 0.1
4.3 Discussion

• Momentum: 0.8

Composition of networks is can'ied out as shown in a

Table 5.

Table 5 Composition of networks

NN.J1 NN_p

Input layer 189 553

Hidden layer 60 60

Output layer 52 52

Figure 5 shows transition of squared en-or under study

of NNJ} and NN_p. Reduction of the squared en-or of

NN_p is earlier than NN.J1. The average accuracy of

EPR is improved from 85.43% with NN.J1 to 86.39% with

NN_p. The frequency of appearance of phonemes is con­

sidered to have canied out the effective action to the un­

known pattern. Moreover, the method proposed in this

paper is able to acquire accuracy higher than MBRtalk,

LoDETT, and NETtalk. The accuracy of EPR obtained

by each method is shown in Figure 6.
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5 Conclusions

We developed a method of considering the frequency

of appearance of phonemes for EPR. The frequency of

appearance of phonemes had been computed from the

training pattern. The accuracy of EPR in two methods

was compared in the experiment.

The accuracy of EPR is improved from 85.43% by the

spelling to 86.39% by adding the .frequency of appear­

ance of phonemes t? spelling. The method developed this

time was able to acquire accuracy higher than other meth­

ods (MBRtalk,LoDETT and NETtalk).

The future works are to reduce the calculation amount

for training, etc.
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